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Abstract. Wireless wide-area networks (WWANSs) are characterized by very low and variable bandwidths, very high and variable delays,
significant non-congestion related losses, asymmetric uplink and downlink channels, and occasional blackouts. Additionally, the majority
of the latency in a WWAN connection is incurred over the wireless link. Under such operating conditions, most contemporary wire-
less TCP algorithms do not perform very well. In this paper, we present WTCP, a reliable transport protocol that addresses rate control
and reliability over commercial WWAN networks such as CDPD. WTCP is rate-based, uses only end-to-end mechanisms, performs rate
control at the receiver, and uses inter-packet delays as the primary metric for rate control. We have implemented and evaluated WTCP
over the CDPD network, and also simulated it in the ns-2 simulator. Our results indicate that WTCP can improve on the performance
of comparable algorithms such as TCP-NewReno, TCP-Vegas, and Snoop-TCP by between 20% to 200% for typical operating condi-
tions.

Keywords: Wireless transport, WTCP, reliable wireless transmission

1. Introduction

Recent years have witnessed an explosive growth in the use of
wireless wide-area networks (WWANSs) such as CDPD [23],
RAM [23], Ardis [23] and HDR [22], with industry projec-
tions topping $2.5 billion by the year 2002. Many large cor-
porations are equipping their mobile work-force with laptops
that have WWAN connectivity, thus enabling users to be con-
nected anytime, anywhere. In the typical WWAN deployment
scenario, a mobile user connects over the WWAN network
to a dedicated proxy in the corporate backbone, which then
acts as the service point for all the requests from the mobile
user!. Providing efficient and reliable connectivity between
the proxy and the mobile host over commercial wide-area
wireless networks is, thus, becoming a critical issue.

I Most of the current deployment uses the proxy model for three reasons:
(a) the connection quality of the WWAN network is too poor to sustain
typical client-server applications, (b) the amount of data transferred to the
mobile host must be filtered because of the orders of magnitude difference
in bandwidth between the wired and WWAN connections, and (c) many
portable computing devices have display and processing limitations that
must be addressed by the proxy before sending the processed/filtered re-
sponse to the mobile user.

Despite the enormous commercial interest, a typical
WWAN network exhibits some or all of the following char-
acteristics: very low and highly variable throughput (be-
tween O(100 bps)-O(10 Kbps)), very high and highly vari-
able latency (between O(400 ms)—O(4 s)), bursty and random
packet losses unrelated to congestion (1-10%), and occa-
sional blackouts, some of which can exceed 10 s. Under such
operating conditions, applications require a generic transport
protocol that is amenable to different types of wireless net-
works which exhibit similar characteristics. However, stan-
dard transport protocols such as TCP perform very poorly in
such conditions because of two main reasons: first, TCP as-
signs all packet losses to congestion and throttles down the
transmission rate upon detecting a packet loss; and second,
TCP sets its retransmission timeout (RTO) based on observed
round trip times (RTO = (r#f) + 4 x A(rtt)). For the WWAN
networks under consideration, neither mechanism is appropri-
ate. Packet losses may happen either due to adverse channel
conditions or congestion, and throttling down the transmis-
sion rate in the former case is the wrong thing to do. Fur-
thermore, due to the very low bandwidth, transmission delays
contribute significantly to the observed round trip time. Thus,



