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The structure also supports other queries that are useful for building compressed data
structures on top of S. Further, block trees can be built in linear time and in a scalable
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1. Introduction

Much of the fastest-growing data these days is highly repetitive: versioned document and software repositories like
Wikipedia and GitHub store tens of versions of each document; whole-genome sequencing projects generate thousands of
genomes of individuals of the same species; periodic astronomical surveys regularly scan the same portion of the sky. Such
repetitiveness makes those large datasets highly compressible with dictionary methods like grammar-based or Lempel-Ziv
compression, whereas typical statistical compression fails to capture the repetitiveness [29].

Lempel-Ziv compression [34] of a string S[1..n] parses S into a sequence of z “phrases”, where each phrase S[i..j] is
a new symbol (and j =1i) or it appears leftwards in S. Lempel-Ziv compression takes O(n) time [44] and reduces S to
O(z) space by encoding the phrases. While Lempel-Ziv is the practical method that best exploits repetitiveness, it has the
problem that no way is known to access arbitrary substrings of S without decompressing it from the beginning.

All the previous work in the literature [8,10,3,4,24] resorts to grammar-based compression when it comes to provide
direct access to compressed highly repetitive strings. Grammar-based compression [33] of S consists in generating a context-
free grammar that generates S and only S. When S is repetitive, the size g of the grammar can be much smaller than n.
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