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Abstract
Camouflaged object segmentation (COS) is a very challenging task due to the deceitful appearances of the candidate objects to
the noisy backgrounds.Most existing state-of-the-art methodsmimic the first-positioning-then-focusmechanism of predators,
but still fail in positioning camouflaged objects in cluttered scenes or delineating their boundaries. The key reason is that their
methods do not have a comprehensive understanding of the scene when they spot and focus on the objects, so that they are
easily attracted by local surroundings. An ideal COSmodel should be able to process local and global information at the same
time, i.e., to have omni perception of the scene through the whole process of camouflaged object segmentation. To this end,
we propose to learn the omni perception for the first-positioning-then-focus COS scheme. Specifically, we propose an omni
perception network (OPNet) with two novel modules, i.e., the pyramid positioning module (PPM) and dual focus module
(DFM). They are proposed to integrate local features and global representations for accurate positioning of the camouflaged
objects and focus on their boundaries, respectively. Extensive experiments demonstrate that our method, which runs at 54 fps,
significantly outperforms 15 cutting-edge models on 4 challenging datasets under 4 standard metrics. The code will be made
publicly available.
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1 Introduction

Creatures evolve complex camouflage mechanisms (e.g.,
protective coloration and mimicry) to harmonize themselves
with the surroundings in order to escape from the preda-
tors or approach to the preys. Hence, detecting camouflaged
objects is very challenging. On the other hand, the camou-
flaged object segmentation (COS) is an essential vision task
as it can facilitate many down-stream applications, such as
medical diagnosis, locust invasion protection, and search-
and-rescue mission.

Motivated by the predation mechanisms in the nature,
many COSmethods (Fan et al., 2020a;Mei et al., 2021b; Fan
et al., 2021a; Mei et al., 2023b) are proposed to follow the
first-positioning-then-focus paradigm to detect camouflaged
objects. However, these methods typically fail in positioning
camouflaged objects in cluttered scenes (see the top row of
Fig. 1) or delineating the accurate boundaries of camouflaged
objects (see the bottom row of Fig. 1). Themain reason is that
these methods tend to make decisions based on region-level
contexts. We observe that apex predators typically have both
excellent frontal and side views in order to search and spot
the targets. Hence, an ideal COS model should be able to
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