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Abstract
Contextual information contained within human environments, such as text on signs, symbols and objects provide important
information for robots to use for exploration and navigation. To identify and segment contextual information from images
obtained in these environments data-driven methods such as Convolutional Neural Networks (CNNs) can be used. However,
these methods require significant amounts of human labeled data which is time-consuming to obtain. In this paper, we present
the novel Weakly Supervised Mask Data Distillation (WeSuperMaDD) architecture for autonomously generating pseudo
segmentation labels (PSLs) using CNNs not specifically trained for the task of text segmentation, e.g., CNNs alternatively
trained for: object classification or image captioning. WeSuperMaDD is uniquely able to generate PSLs using learned image
features from datasets that are sparse and with limited diversity, which are common in robot navigation tasks in human-centred
environments (i.e., malls, stores). Our proposed architecture uses a newmask refinement systemwhich automatically searches
for the PSL with the fewest foreground pixels that satisfies cost constraints. This removes the need for handcrafted heuristic
rules. Extensive experiments were conducted to validate the performance of WeSuperMaDD in generating PSLs for datasets
containing text of various scales, fonts, orientations, curvatures, and perspectives in several indoor/outdoor environments. A
detailed comparison study conducted with existing approaches found a significant improvement in PSL quality. Furthermore,
an instance segmentation CNN trained using theWeSuperMaDD architecture achieved measurable improvements in accuracy
when compared to an instance segmentation CNN trained with Naïve PSLs. We also found our method to have comparable
performance to existing text detection methods.
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1 Introduction

Human-centered environments contain an abundance of con-
textual information such as text on signs, symbols, and
objects that are used as landmarks to help guide users with
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point-to-point navigation in unknown environments (Vilar
et al., 2014), and updatemaps of the environment (Peng et al.,
2018). Service robots working in varying human-centered
(Dworakowski et al., 2021) environments can exploit these
types of contextual information to aid with navigation. For
example, robots can use text on aisle signs in grocery stores
to determine which aisles to search for a particular item
(Thompson et al., 2018). They have also used contextual
information for mapping and localization. Namely by using
an annotated map of an office with room placards for goal
directed navigation (Case et al., 2011). Robots have also cre-
ated semantic maps using product locations (Cleveland et al.,
2017), maps from unique text landmarks identified in images
(Wang et al., 2015), and have used salient objects identified
from learned features (e.g., edges, contours, etc.) for visual
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